Implementation of Artificial Intelligence (AI) solutions has increased rapidly in recent years and across multiple sectors, fuelled by advanced in big data, computing performance, and algorithm efficiency (Kneusel, 2023).

In healthcare, AI may help increase productivity and care quality, tackle higher demand, facilitate access, and improve experience of staff and patients (UK Government, 2021). AI may be particularly advantageous in this setting due to its complexity, scale, and the pace at which medical science expands (IBM Education, 2023).

Similar advantages may be seen in medical research, namely in drug development, as suggested by Paul. AI can facilitate drug discovery and development by identifying novel drug targets (Richardson et al., 2020), designing new drugs (Lou and Wu, 2020), predicting drug efficacy and toxicity (Gayvert, Madhukar and Elemento, 2016). It may also help identify suitable participants to clinical trials, analysing health records to identify events of interest, and extracting actionable insights from medical scans and wearable sensors (Harrer, Shah, Antony and Hu, 2019). Furthermore, the combination of large-language models and data analytics platforms opens the possibility of autonomous research agents, capable of both extracting meaning from medical records and write code to analyse those data (Kneusel, 2023).

These applications embody the philosophy of Industry 4.0 of smart work through big data, digitisation, interconnectivity, and real-time analytics (Peres et al., 2020). Perhaps more importantly, they pave the way towards Industry (or Healthcare) 5.0 (Kraaijenbrink, 2022). By better harnessing existing data, AI may help release healthcare professionals from avoidable burden, so they can deliver care in a more humane way that fosters both their wellbeing and that of their patients, while reducing overall costs, thus contributing to improved societal outcomes.

However, applying AI within healthcare entails considerable barriers, namely adherence to strict ethical and regulatory standards, ensuring data privacy and security, establishing interoperability with existing infrastructure, and committing adequate computing power to handle data volume, complexity, and speed (Leslie, 2019; Muller, Mayrhofer, Van Veen and Holzinger, 2021; Food and Drug Agency, 2023).

-----------------------------------------------------------------------
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